
Superalignment

fzeng 2024-07-24

(or, how to train models smarter than us)
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• AGI to B2B SaaS pivot



Weak to Strong Generalization



“Simulating” Superalignment

Weak-to-Strong Generalization: Eliciting Strong Capabilities With Weak 
Supervision (OpenAI, 2023)

https://arxiv.org/abs/2312.09390
https://arxiv.org/abs/2312.09390


Setup

1. Train weak supervisor (GPT-2 level) by fine-tuning a small pre-trained 
model on ground-truth labels 

2. Use weak supervisor to generate a set of labels for a different held-out 
set of examples. These are the generated weak labels 

3. Fine-tune strong model (GPT-4 level) with the generated weak labels

Weak-to-Strong Generalization: Eliciting Strong Capabilities With Weak 
Supervision (OpenAI, 2023)

https://arxiv.org/abs/2312.09390
https://arxiv.org/abs/2312.09390


Can the strong student beat the weak teacher?

Weak-to-Strong Generalization: Eliciting Strong Capabilities With Weak 
Supervision (OpenAI, 2023)

Yes!

https://arxiv.org/abs/2312.09390
https://arxiv.org/abs/2312.09390


Performance Gap Recovered



Approach 1: Naive Fine-tuning

• Promising on NLP 
tasks 

• Inverse scaling on 
PGR for others



Approach 2: Bootstrapping

• Align a slightly 
superhuman model 

• Use that to align a 
smarter model 

• And so on… 

• Stay in regime of 
high PGR gap 

• Helps with chess, but 
not RM (no graph)



Approach 3: Adding auxiliary confidence loss

•
 

• CE: cross-entropy loss 

• : predictions of strong model 

• : predictions of weak supervisor 

• , where  is a threshold set to hold for half the 
examples in the batch (due to prior that labels are balanced 

• : determines how confident the model should be in its own predictions (paper 
used 0.75 for largest student model, 0.5 otherwise, performs warm-up from 0)

Lconf ( f ) = (1 − α) ⋅ CE (f(x), fw(x))
penalty for diverging from teacher

+ α ⋅ CE (f(x), ̂ft(x))
penalty for diverging from hardened strong model predictions

f(x)

fw(x)
̂ft(x) = I[ f(x) > t] ∈ {0,1} t

α



Approach 3: Adding auxiliary confidence loss



Approach 4: Generative Finetuning

• RM tasks still not 
improving 

• “What if we train on 
things that looks like the 
task but without labels 
so it’s not cheating”? 

• Fine-tune on ChatGPT 
comparison data (no 
labels) 



Do students learn to make the same mistakes as their teachers?

No!



Fine-tuning on weak labels increases concept saliency

• Linear probe: training a linear 
model on top of the model using 
ground-truth labels 

• If this can be done successfully, 
means model does a good job in 
linearly separating salient concepts 

• Second last bar shows fine-tuning 
on weak labels causes the model to 
acquire more salient 
representations, even wrt ground-
truth labels.



Disanalogies with actual superalignment

• Imitation saliency 

• Strong model may learn to make similar mistakes as weak model 

• But future “weak” models used to train superhuman models will already 
have salient representations of human behavior 

• Pretraining leakage 

• Many current tasks implicit in pretraining distribution 

• But superhuman knowledge likely not so



Conclusions

• None of the techniques works across the board for all 3 tasks  

• RLHF likely not sufficient to take us to superhuman-level models 

• How to remove remaining disanalogies for future superalignment 
research?



In other news



Place your AGI bets!


