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LLM post-training

• 2 major stages: SFT and RL


• SFT: teaching format, preference



DPO
Direct preference optimization

• RL-free method for preference tuning


• Widely used by academics due to its simplicity


• No need to train RM! And RL is hard to get right (training instability, 
requires expensive on-policy rollouts, reward hacking, sample 
efficiency, etc…)



SFT can result in weird unwanted behavior



DPO can also do weird things



Learning Dynamics



Warmup: MNIST



Dynamics decomposition (1 label case)

• Saying: after I do an update on , how does my output prediction on some 

other  change?


• : gradient of logprobs on input


• : measure of similarity between 


• :  gradient of loss
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We train on 4, get loss gradients Gt



Predictions change!



After training for a long time



LLM case

• After some painful derivations we can show ~similar structure for decompositions 
for SFT prediction changes after training on a (prompt, response) pair 




• DPO case slightly more complicated: update influenced by both (preferred, 
rejected) responses in opposing directions

 



Training Dynamics of SFT

• Not too surprising


• Only 1 upward arrow, 
confidence of training 
datapoint goes up!


• Confidence of similar examples 
also goes up


• Other responses goes down 



SFT Experiments

• Gpts, gptf: semantic-
preserving and format-
preserving rephrasing of 
inputs by GPT 



SFT Experiments

• Same length as training inputs


• Random English words, 
permutations of each other


• No pull-up pressure: logprobs 
goes down



SFT Experiments (hallucination explanation)
• Give it another (unrelated) 

response that it has seen during 
training


• Pull-up pressure from two 
sources: if it’s similar to other 
training examples, and when it’s 
being trained on


• Strong enough to cause it to 
increase in probability!


• Possible explanation for 
hallucinations after SFT!!



Training Dynamics of DPO

• Upward for positive pair, 
downward for negative pair


• But what on earth is going 
on ???



The squeezing effect argument

• Pull-up pressure from preferred 
response  not as strong as in SFT


• Pull-down pressure from rejected 
response  drags low probability 
responses even further down


• Proportionately most likely response 
 becomes amplified
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The Squeezing Effect



Off-policy DPO Experiments
Even preferred response decays, though slower than rephrases



Off-policy DPO Experiments
Rejected response decays faster than similar paraphrases



Off-policy DPO Experiments
Rejected response decays faster than preferred response



Off-policy DPO Experiments
Where did probability mass go? All accumulated into most likely response!



Remedy

• How to fix DPO squeezing effect issues? (Sorry no proposed fixes for SFT)


• Augment training dataset during SFT stage: train on both (prompt, 
accepted response) and (prompt, rejected response) pairs from DPO 
dataset during SFT to “pull up” even the rejected response


• Why? Even rejected response can be reasonable responses to begin 
with…


• Rejected response will now still be squeezed during DPO, but 
proportionately less



Remedy results
Rejected response not as unlikely after DPO



Remedy results
argmax doesn’t gobble up all the mass



What about PPO?



Takeaways

• Negative gradients aka discouraging behaviors can be dangerous


• Especially if these behaviors are not that unreasonable to begin with


• Maybe just stick to on-policy methods?


