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Why distillation?

• Smaller language models (SLMs) more efficient, easier to serve 

• Used as draft models in speculative decoding 

• Standard objective: minimize KL between teacher and student 
distribution (same as cross entropy up to a constant that only depends on 
the teacher) 

• Why does this help? 

• Soft labels: teaches weighing of relative options



Why does distillation help?

Distilling the Knowledge in a Neural Network (Hinton et al, 2015)

https://arxiv.org/abs/1503.02531


KL Primer

• Information-theoretic view: how “wasteful” is it to encode data that is 
drawn from distribution  using a codebook that is optimized for 
distribution ? 

•  

• Some properties: not symmetric, not a metric, 

p
q

KL(p ∥ qθ) = ∑
x∈𝒳

p(x) log
p(x)
qθ(x)

KL(p ∥ p) = 0



Problems with KL for distillation

• KL is zero-avoiding: KL(p ∥ qθ) = ∑
x∈𝒳

p(x) log
p(x)
qθ(x)



Problems with KL for distillation

• What about reverse KL: ? 

• It becomes zero-forcing: 

KL(qθ ∥ p)
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p(x) log
p(x)
qθ(x)
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Problems with KL for distillation

• Large noisy gradients: 
 

• Blows up if student assigns low probability to sample

∇θKL (p, qθ) = − p(x)
qθ(x) ∇θqθ(x)

KL(p ∥ qθ) = ∑
x∈𝒳

p(x) log
p(x)
qθ(x)



Prior work: DistiLLM and Skew-KL (ICML 2024)

• Skew KL: interpolate the target between teacher and student 

•  

• More stable gradient updates 

• Faster convergence, better performance 

D(α)
SKL (p, qθ) = DKL (p, αp + (1 − α)qθ)



DistiLLM-2

• DistiLLM only focused on loss formulation (with SKL/RSKL) 

• However data curation is also important: 

• Have student learn from teacher-generated outputs (TGO)? 

• Have teacher correct student-generated outputs (SGO)? 

• DistiLLM-2: consider both loss formulation and data curation



Contrastive Loss

• If you have TGO and SGO, one approach can be: encourage teacher 
outputs and discourage student outputs 

• Recall DPO: increase winning response, decrease losing response



Contrastive Loss

• What if we just apply DPO idea directly? (Direct Preference Knowledge 
Distillation for Large Language Models)

 

• Reward hacking possible: increase of encouraging the teacher outputs, 
can just decrease probability of student outputs 

https://arxiv.org/abs/2406.19774
https://arxiv.org/abs/2406.19774


Intuition

• Can indeed see push-up effect on training with KL (covering all modes) 
and push-down effect of training with RKL (zero forcing)



Contrastive Approach for LLM Distillation (CALD)

• In previous work, found that using the same response type for SKL and SRKL didn’t help 

• Idea: encourage desirable behavior from teacher, further suppress already low 
probability behavior from student 

• They show this can be re-written in a form that looks similar to DPO loss 

• But without reward hacking problems as denominators are interpolated between 
student and teacher distribution



Curriculum for α

• Interpolation factor  controls “speed” of learning of student:  vs 

 

• Large : stable training but model doesn’t learn as much 

• Small : less stable training and slower convergence, but can get closer 
to teacher

α qθ
αp + (1 − α)qθ

α

α



Curriculum for α

• But really: amount to update should depend on how “hard” the sample is 

• “Easy” samples: choose small , and vice versa 

• Set  for each sample such that the likelihood of teacher/( - interpolated 
student + teacher) is constant across samples

α

α α



Results

• Small improvements over baselines 

• Still a big gap remaining? 

• Frontier labs seem to be getting small models right



Algorithm


